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Abstract. We present the mathematical theory underlying systems of linear differ-
ence equations over the invertible max-plus algebra. The result provides an analogue
of isomonodromy theory for ultradiscrete Painlevé equations, which are extended cel-
lular automata, and provide evidence for their integrability. Our theory is analogous
to that developed by Birkhoff and his school for q-difference linear equations but
stands independently of the latter. As an example we derive linear problems in this
algebra for ultradiscrete versions of the symmetric PIV equation and show how it
acts as the isomonodromic deformation of the linear system.

Keywords: Integrable systems, cellular automata, monodromy, ultradiscrete, Painlevé,
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1. Introduction

The discrete Painlevé equations are integrable in the sense that they can
be solved through associated systems of linear equations. For difference
equations the linear theory necessary for solvability was developed by
Birkhoff [1] and his school and improved by Ramis and his school
[2]. The purpose of our paper is to provide such a theory for linear
ultradiscrete equations, which can be regarded as equations posed over
the invertible max-plus algebra.

The classical results of Birkhoff were extended for systems of q-
difference equations in [3, 4, 5]. Ramis and his school improved these
results for many cases and developed analytic Galois theory for q-
difference equations [2].

The discrete Painlevé equations have been an area of intense recent
research [6]. Jimbo and Sakai [7] were the first to apply Birkhoffs theory
to a q-difference version of the sixth Painlevé equation. In this paper,
we consider ultradiscrete versions of such discrete Painlevé equations.

Ultradiscrete equations are obtained through a limiting process in-
troduced in [8]. The ultradiscrete Painlevé equations can be interpreted
as integrable cellular automata [6, 9, 10]. Ultradiscrete analogues of
integrable equations have been shown to have Lax Pairs over the max-
plus semiring [11] and [12]. We consider general systems of linear differ-
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ence equations over the invertible max-plus algebra. In this paper, we
announce results on the direct monodromy problem, i.e. the existence of
fundamental solutions and the connection matrix relating the solutions
defined at positive and negative infinity. We also give Lax pairs for the
ultradiscrete symmetric PIV equation and show how our results apply
to this case.

2. Difference equations

For properties of the max-plus algebra and invertible max-plus algebra,
refer to [13, 14]. Let Ω be the invertible max-plus algebra and Ω0 be the
subset of Ω that is homomorphic to the max-plus algebra. Our focus
lies in matrix equations of the form

Y (X + Q) = A(X) ⊗ Y (X) (1)

where the entries in A are defined in terms of the operations ⊕ and ⊗.
We will throughout this paper assume that A(X) = (aij(X)) is of the
form

A(X) = A0 ⊕ A1 ⊗ X ⊕ . . . ⊕ Am ⊗ mX (2)

where the Ak = (ak
ij) matrices are constant entries in Ω0.

We remind the reader that multiplication for matrices over the max-
plus algebra is defined as

[A ⊗ B]i,j = max(Aik + Bkj)

[A ⊕ B]i,j = max(Aij , Bi,j)

We also assume throughout this paper that Q is a fixed real number
and Q > 0. The theory for Q < 0 is analogous. We equip the matrix
max-plus algebra with the metric

d(A,B) = sup |eaij − ebij | (3)

where we define e−∞ = 0.
In order to define convergence in the invertible max-plus algebra we

give a slightly different construction to that of [13] of the same object.
Let Z be the set Z = (Q⊕Z2)∪{−∞} where Z2 = {0, η} and Q is some
additively closed subset of R. We order elements with respect to the
part in R and −∞ is minimal. Let Φ =

∐

n∈N Zn under the equivalence
generated by the following relations

(x1, . . . , xi, xi+1, . . . , xn) ∼ (x1, . . . , xi+1, xi, . . . , xn)

(x1, . . . , xn,−∞) ∼ (x1, . . . , xn)

(x1, . . . , xn, xn + η) ∼ (x1, . . . , xn−1,−∞)
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We make φ a ring by defining operations ⊗ and ⊕

(x1, . . . , xn) ⊗ (y1, . . . , ym) = (xi + yj)i,j

(x1, . . . , xn) ⊕ (y1, . . . , ym) = (x1, . . . , xn, y1, . . . , yn)

We consider the action of Z on Φ by ⊗ on Z1 ⊂ Φ. Let Θ = (Φ ×
(Φ \ {−∞}))/Z where the equivalence class is such that two elements
are equivalent if they differ by the pointwise action of Z. We denote an
element of Θ by x = (x)0 + (0, (x)1, . . . , (x)n) − (0, (x)−1, . . . , (x)−m),
and as a matter of convenience we define xi = −∞ for −m < i < n.
For x ∈ Φ, (x)i ∈ Z so we distinguish the parts of (x)i by letting
(x)i = (x)∗i + (x)+i where (x)∗i ∈ R and (x)+i ∈ Z2. If (x)i = −∞, then
(x)∗i = −∞ and (x)+i = 0. For x, y ∈ Θ, we define the metric

d(x, y) = sup
k

|µ((x)+k )e(x)∗
0
+(x)∗

k − µ((y)+k )e(y)∗
0
+(y)∗

k | (4)

where we define e−∞ = 0. Let x = (x1, x2), y = (y1, y2) ∈ Θ, then we
define an equivalence relation such that x ≈ y if and only if x1 + y2 =
x2 + y1. The invertible max-plus algebra is defined as Ω = Θ/ ≈. This
equivalence relation induces a map φ : Θ → Ω. Continuity of multi-

Φ/ ≈

Φ Θ

Ω = Θ/ ≈

Θ

Ω = Θ/ ≈

i

i

φφ′ φ′′

i

i

Figure 1. This is commutative diagram showing the relations between Θ and Ω. i is
the inclusion mapping, and φ and φ′ are mappings for Θ to the equivalence classes
of Θ. Θ denotes the closure of Θ with respect to the metric above.

plication and addition with respect to this metric makes this diagram
commute. Due to the continuity of ⊕ and ⊗, addition and multiplication
makes sense on Θ and so then does the equivalence relation. When
considering convergence in Ω, it shall be in the sense that a pullback of
φ is convergent in Θ which in turn maps to Ω. Let Ω0 = {[x] ∈ Ω such
that (x)+i = 0 for all i}. This subset is closed under multiplication and
addition, and the mapping P : Ω0 → R, P ([x]) = (x)∗0 is a continuous
mapping from Ω0 to the max-plus algebra with respect to (3) and
(4).For more details see [18].
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2.1. Fundamental Solutions

It is easy to see that the linear system described by (1) has two symbolic
solutions given by the infinite products

Y−∞(X) = A(X − Q) ⊗ A(X − 2Q) ⊗ . . . (5)

(Y∞(X))−1 = . . . ⊗ A(X + Q) ⊗ A(X) (6)

The main result of this paper is that under the metric defined by (4),
these expressions converge. If all coefficients are elements of Ω0 then it
is interesting to note that that since Ω0 is closed under multiplication
and addition, these two expressions can also be mapped to the max-plus
algebra.

We will require that given (2), A0 and Am are semisimple over Ω.
Furthermore, we require that A(X) is invertible for all X ∈ ZQ.

THEOREM 1. Given that A0 and Am are diagonalizable to D0 =

diag(d
(0)
i ) and Dm = diag(d

(m)
i ), if (d

(0)
i − d

(0)
j )0 < Q for all i, j, then

one fundamental solution Y−∞ is given by

Y−∞(X) = Ŷ−∞(X) ⊗
XD−∞

Q
(7)

and if (d
(m)
i − d

(m)
j )0 < Q for all i, j, then fundamental solution Y∞ is

given by

Y∞(X) =
nX(X − Q)

2Q
⊗ Ŷ∞(X) ⊗

XD∞

Q
(8)

Where Ŷ−∞ and Ŷ∞ are defined for all X ∈ ZQ.

These two fundamental solutions provide the basis for what we call
monodromy. We note that due to the form of equations (7) and (8),
we must restrict our X to multiples of Q, otherwise XD

Q
does not make

sense. These are not necessary conditions, but are sufficient. It is, how-
ever, true that a more complicated but more general set of conditions
can be stated, but in the interests of simplicity, this shall be disclosed
in a separate paper. It is interesting to note that this set of conditions,
and their more complicated equivalent conditions are different from the
set of ultradiscrete interpretations of the conditions of [3].

2.2. Monodromy Preserving Deformation

We wish to construct the monodromy of an equation. The concept of the
monodromy of difference equations come mainly from the classic works
of [1]. The monodromy is expressed in terms of the above fundamental
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solutions. In the theory of monodromy preserving deformations, one
introduces a parameter t, and require that the monodromy is then
pseudo-constant with respect to t.

DEFINITION 1. For a given system in the form in (1), we define the
monodromy matrix or connection matrix to be defined by the relation

(Y∞)−1 ⊗ Y−∞(X) = P (X) (9)

We define this to be the monodromy in the max-plus algebra that
may also be considered an element of the invertible max-plus algebra.
It is clear that P (X + Q) = P (X). By letting A(X) = A(X,T ) where
the matrix coefficients, Ai are rational functions of t. We may write
P (X) = P (X,T ). An isomonodromy condition is that P is pseudo-
constant in t, that is to say that P (X,T ) = P (X,T +Q). If this is true,
then we infer on their projections to the invertible max-plus algebra
that

P (X,T ) = P (X,T + Q)

(Y∞(X,T ))−1 ⊗ Y−∞(X,T ) = (Y∞(X,T + Q))−1 ⊗ Y−∞(X,T + Q)

Y∞(X,T + Q) ⊗ (Y∞(X,T ))−1 = (Y∞(X,T )) ⊗ (Y−∞(X,T ))−1

We allow the last combination to be the matrix B(X,T ). If we assume
that Y∞(X,T ) and Y−∞(X,T ) are a basis for solutions, then B(X,T )
is a matrix that determines the evolution of the solutions in T . We
obtain a difference equation in T given by

Y (X,T + Q) = B(X,T ) ⊗ Y (X,T ) (10)

THEOREM 2. Given a linear system such as (1), and there exists a
B(X,T ) such that (10) determines evolution in time, then the matrix
P (X,T ) is pseudo-constant in time.

The combination of (1) and (10) gives a compatibility condition. This
compatibility condition can be written

Y (X + Q,T + Q) = A(X,T + Q) ⊗ B(X,T ) ⊗ Y (X,T ) (11)

= B(X + Q,T ) ⊗ A(X,T ) ⊗ Y (X,T )

and thus we may determine the isomonodromy condition to be

A(X,T + Q) ⊗ B(X,T ) = B(X + Q,T ) ⊗ A(X,T ) (12)

The next section deals with consequences of the monodromy preserving
systems of this form.
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THEOREM 3. Suppose Y−∞(X) and Y∞(X) are two matrix functions
such that

Y−∞(X) = Y∞ ⊗ P (X)

where P (X) = P (X + Q), then there is a matrix A(X) such that

Y−∞(X + Q) = A(X) ⊗ Y−∞(X), Y∞(X + Q) = A(X) ⊗ Y∞(X),

3. Isomonodromy

In this section we look at a system in which the isomonodromy con-
dition leads to a known ultradiscrete Painlevé equation. This can be
viewed as an extension of the q-difference equations of [10, 6] or [7],
but the systems are of interest in their own respect.

3.1. Derivation of ud-PIV

A linear system required for q-PIV can be deduced from [17]. We choose
a different linear system that satisfies the conditions of Theorem (1).
We are now interested in the system A(X,T ) = A0(T ) ⊕A1(T ) ⊗X ⊕
A2 ⊗ 2X where A0(T ) and A1(T ) are given by

A(X,T ) =







(0, 2X) W0(T ) − T + C0

3 −∞

−∞ (0, 2X) W1(T ) − T + C1

3
W2(T ) − T + C2

3 −∞ (0, 2X)







For simplicity, we start with identity matrices A0 and A2, where the all

diagonal entries are 0. This means d
(0)
i − d

(0)
j = d

(2)
i − d

(2)
j = 0 for all i

and j thus the matrix A satisfies the conditions. We note that all the
entries in A can be restricted Ω0. We also obtain a matrix B describing
the evolution in T , this is given by

B(T ) =





−∞ B20 −
2

3
C2 −∞

−∞ −∞ B01 −
2

3
C0

B12 −
2

3
C1 −∞ −∞





Where Bij = (1, Ci+Wi, Ci+Cj+Wi+Wj). By an appropriate choice of
variables, we may restrict the entries of the matrix be to be in Ω0. Both
A and B can be regarded as matrices over Ω0 and so the compatibility
condition defined by (12) may be considered over the max-plus algebra.
By considering the projection of A and B into the max-plus algebra,
we obtain a compatibility condition. By letting Q = 2

3C0 + 2
3C1 + 2

3C2
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and looking at the the compatibility condition at the (1, 3) entry we
obtain

W0(T + Q) = C0 + C1 + W1 + max(0, C2 + W2, C0 + C2 + W0 + W2)

− max(0, C0 + W0, C0 + C1 + W0 + W1)

The entry (2, 1) gives us

W1(T + Q) = C1 + C2 + W2 + max(0, C0 + W0, C0 + C1 + W0 + W1)

− max(0, C1 + W1, C1 + C2 + W1 + W2)

and the (3, 2) entry gives us

W2(T + Q) = C0 + C2 + W2 + max(0, C1 + W1, C1 + C2 + W1 + W2)

− max(0, C2 + W2, C0 + C2 + W0 + W2)

Other entries give identities. We identify the system of difference equa-
tions above with the symmetric form of ud-PIV . We consider this a
discrete dynamical system over a time variable T̄ = 3

2T with difference

constant Q̄ = 3
2Q, we may normalize so that C0 + C1 +C2 = Q̄. Under

this normalization system above is equivalent to the ultradiscretized
symmetric form of ud-PIV given by

q − PIV :















f0(qt) = a0a1f1(t)
1+a2f2(t)+a2a0f2(t)f0(t)
1+a0f0(t)+a0a1f0(t)f1(t)

f1(qt) = a1a2f2(t)
1+a0f0(t)+a0a1f0(t)f1(t)
1+a1f1(t)+a1a2f1(t)f2(t)

f2(qt) = a1a2f0(t)
1+a1f1(t)+a1a2f1(t)f2(t)
1+a2f2(t)+a0a2f0(t)f2(t)

(13)

under the normalization a0a1a2 = q. This version of q-PIV was given
in [15].

4. Conclusion

Many of the Lax-Pairs for q-difference equations yield analogous Lax-
Pairs in the ultradiscrete setting. These require an analysis of the
isomonodromy problem in the ultradiscrete setting. We announced
the theorems required for this analysis. The conditions of our main
theorem, Theorem 1, can be relaxed. Details as well as the proofs of
the theorems will be given in a subsequent paper. It is also interesting
to consider what the set of Schlesinger equations may be in the ultra-
discrete setting. Another interesting question is to consider whether the
such piece-wise linear systems may be categorized in terms of rational
surfaces in a tropical geometric setting similar to that of [16].

6Sep.tex; 6/09/2005; 12:03; p.7



8

5. Acknowledgements

The authors wish to warmly acknowledge the support and warm en-
couragement of Kenji Kajiwara.

References

1. Birkhoff, G.D. : General theory of linear difference equations, Trans. Amer.
Math. Soc. 12 (2) (1911), 243–284

2. Sauloy, J. : Galois thoery of Fuchsian q-difference equations,Ann. Sci. École
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